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ABSTRACT





Alarm systems are typically used to annunciate a problem requiring operator attention.  Prior to the advent of DCS, these alarms were predominately hardwired, requiring significant thought into the placement of alarms.  With the introduction of DCS into the plant environment, the configuration of alarms became extremely easy leading to improper use.  The result has been a significant increase in the number of configured alarms, contributing to alarm floods even during minor upsets and have an adverse effect on the operator’s ability to manage abnormal situations.  The Abnormal Situation Management( (ASM) consortium, led by Honeywell has studied the issues related to defining and classifying alarms and developed a systematic technique for rationalizing alarms and maintaining them as plants undergo significant changes.  There has also been significant focus on the importance of alarm presentation in operator displays and the definition of key performance indicators that identify alarm system performance to assist in alarm rationalization.  This paper will discuss the alarm rationalization procedure and guidelines for effectively presenting the alarm information to the operator.  This paper will also discuss the different key performance indicators that are used to justify an alarm rationalization study.


INTRODUCTION





Abnormal situations are unplanned events occurring in complex plants requiring operator intervention. The evolution of the process from its normal operating mode towards an abnormal situation is generally brought to the operator’s attention through a series of alarms at different priority levels. Until the introduction of distributed control systems (DCS), process plants, such as a refinery, had been operated with minimal hard-wired alarms, some fifty (50) or so would be typical, while more rudimentary process control systems limited the target operating points of the process.  The physical and financial constraints of hard-wired alarms had minimized any unjustified overuse of alarms or alarm systems.  The advent of the DCS heralded a new era of more complex processes operating at higher throughputs and closer to design limits creating an entirely new level of operator performance expectation and alarm system dependency.  The process that once took fifty or so alarms to manage now takes at least ten folds more.  While factors like increase in complexity of the process, tighter environmental and regulatory controls, move towards fewer operators, and changes in work place practices have contributed to this increase, a significant number of alarms can be attributed to poor alarm design.  Poorly designed alarm systems can make minor disturbances in the process appear as major events, flooding the operator with erroneous information.





In 1990, Honeywell established an Alarm Management Task Force (AMTF) comprising representatives from over 20 major industrial process control companies to identify and resolve key issues related to alarm management functionality on Honeywell’s DCS product, TDC 3000.  However in the two years that followed the participants recognized alarm systems were only part of the issue in effectively managing abnormal situations.  As a result, Honeywell and several customer companies established the ASM Consortium in 1994. Led by Honeywell, current membership in the consortium includes BPAmoco, Celanese, Chevron, Equilon, ExxonMobil, Phillips, Nova Chemicals, Union Carbide, Brad Adams Walker, myPlant.com, Technology Training Systems, Purdue University and Ohio State University.  The consortium’s primary goal was to understand the root causes of abnormal situations and to develop technologies needed to allow industrial plant operations personnel to control and prevent abnormal situations.  Research conducted by the ASM Consortium and other sources like Health and Safety Executive of UK, readily concluded that the current situation is not just a poor alarm system design issue, but includes human performance shaping factors (� REF _Ref494781631 \h � \* MERGEFORMAT �[ 1� ]) like poor design of operator displays and work environment, work practices, training and inadequate operating procedures.  Hence, the uninitiated application of alarm system capabilities without understanding the human performance shaping factors had unwittingly magnified the problem.  There are several well documented examples, one being the explosion and fires at the Texaco Refinery, Milford Haven in 1994 (� REF _Ref494858860 \h � \* MERGEFORMAT �[ 2� ]), where poorly designed alarm system was cited as a contributing factor and a focal point of one of the fourteen recommendations made in response to the lessons learnt.  These incidents are not isolated to the spectacular results that we hear about, they also exist in smaller less devastating circumstances, but one observation holds true, and that is that the alarm system ineffective performance contributing factors can be traced as far back as the design phase of the plant. 





In this work, we discuss some of the issues related to alarm systems and the consortium’s contribution towards developing the solutions.


KEY ISSUES IN ALARM MANAGEMENT





The alarm system is a core element of most current day operator interfaces to industrial manufacturing plants.  The alarms are generally initiated by a process variable, or measurement, passing a pre-defined limit, which signifies that the variable is approaching an undesirable or unsafe value.  Alarms are announced in various forms seeking attention and appropriate operator response.  The signal qualities presented to the operator may include, an audible warning, visual indication such as a flashing light or text background and a message of some description.  The operator is presented this information, insulated from the process by the control system and its sensors and at the behest of the accuracy of the information presented at the operator interface.  The alarm system function is to provide information to the operator to allow them to evaluate what is occurring and take appropriate actions to remedy the situation.  Hence, if not implemented correctly, the alarm information presented to the operator will be misleading and potentially of no operational value.





What has been universally observed within industry are symptoms that characterize alarm system problems and although not profound on an individual basis have detrimental affect, but collectively are of great concern.  It is important to keep in perspective that these are symptoms and not the root cause.





Alarms that remain active for significant periods of time, which could indicate several concerns, such as the relevance of the alarm being out of context for the condition of the process.


Minor operating upsets generating a significant amount of alarm activity, or when there is a significant operating upset it generates an unmanageable amount of alarm activity, in either case the alarm system is not providing adequate support for operations personnel.


When nothing is wrong, there are active alarms, this subtle condition obscures the operator’s field of view.


Seemingly routine operations produce a significant amount of alarm activity, which serve no useful purpose.


An alarm occurring without the need for operator action or the operator is unsure of what to do about them.  The former tends to indicate that the alarm serves no purpose while the later tends to indicate that operating procedures are not tied to alarm activation, both are poor definition of expected operator response.





Of the symptoms described above, it is alarm flooding that is identified as contributing significantly towards the exacerbation of many incidents in industry, which may have been otherwise averted had the alarm system performed as desired and alarm flooding had not occurred.  An alarm flood typically is too many alarm events that occur in too short a time frame, making them almost impossible to track, much less identify important events.  It is not uncommon for 200 - 500 alarms to be triggered within 5 to 15 minutes after the onset of an abnormal situation.  This rate is equivalent to one alarm every two seconds, which studies have shown is the maximum rate at which very skilled operators who are familiar with the content of the alarm messages can actually read (� REF _Ref494858860 \h � \* MERGEFORMAT �[ 2� ],� REF _Ref494860436 \h ��[ 3� ]).  Of course what is evident is that the operator can not read, assess and respond to each alarm at this rate, let alone at reported rates of six and more alarms per second.





Even if the rate of alarms were slower what further compounds the operators effectiveness is the information presented is either too cryptic, or the context of the process that affects the real importance is not reflected in the alarm importance, or the alarm priority is often applied subjectively.  What this really means is that the resolution of the situation is often left entirely up to operator’s experience, which varies noticeably from one operator to another, hence repeatable responses are unfortunately happenstance and not planned.





A key contributor to these alarm symptoms is poor alarm system design.  Generally, the improper design of alarm systems does not come as a surprise to people in the industry.  However, what is not as well understood by industry is the myriad of design reasons that contribute to wholesale addition of alarms to control strategies, from a last minute design considerations through to the prevalent allocation during HazOp studies.  HazOp’s are notorious for adding alarms to meet recognized operational aspects that have safety implications that can not otherwise be handled by the control system.  This only adds additional burden to the performance of the operator.  Another form of alarm system design creep is when operators have been running the process for a while, they quickly realize the shortfall in information from other sources, such as the interface displays, and seek to remedy this with the tools at hand, namely alarm systems.  In many cases these additional alarms serve as ‘wake-up’ calls to operators at times when the process was moving away from desired operating points, such as levels, pressures, temperatures, etc.





What compounds the design and use of alarms systems are the various operating modes of the process under control.  The design principles for the DCS have been for normal operating conditions and not for abnormal situations.  In a batch process, which has multiple phases and operating modes this situation is significantly more complex.  Context sensitivity describes the ability of the alarm system to understand the mode or condition of the process, sub-process or equipment and their respective requisite operating condition.  Hence alarms points would be valid for undesired conditions for the current operating mode, which may not be otherwise relevant.  So alarms would only be announced if they were valid in a particular mode, while others would be suppressed.  In any process this could be simple exemplified for equipment that is on-line for one mode of operation and not for another, so alarms that are configured for the equipment would only be active for the time during which the equipment is in use.  This ability to dynamically reconfigure alarm systems to the mode of the process is very difficult to include and maintain in the current day DCS.





The linking of poor alarm management to process industry accidents around the world such as discussed in Section � REF _Ref494782132 \r \h ��1�, has prompted several governments to take action to resolve the problem.  OSHA 29 CFR 1910.119 (j) - Mechanical Integrity, is one such standard and the SP91 committee responded to this section by producing a standard stating that only safety critical alarms are applicable under this regulation for mechanical integrity.  The International Standard ISA SP91 clearly states that a company must specifically, identify three classes of instruments and instrument systems, and identify safety critical alarms.  Another international standard IEC 61508 states alarm systems and should be considered to be safety related if, it is claimed as part of the facilities for reducing the risk from hazards to people to a tolerable level, and the claimed reduction in risk provided by the alarm system is ‘significant’.  Often safety-related alarms are implemented in some form of stand-alone alarm system driving individual discrete alarm annunciators.  These can provide good reliability and can be designed so that critical alarms are obvious and easy to recognize.  Irrespective of the arguments and rigors to determine safety-related alarms, the principles for alarm justifications can benefit greatly from the processes described in either of these standards.


DESIGN OF EFFECTIVE ALARM SYSTEMS





Design of effective alarm systems starts with a clear definition of an alarm.  The ASM consortium defines alarms as signals to the operator that elicit well defined response (� REF _Ref494789784 \h � \* MERGEFORMAT �[ 4� ]).  These are differentiated from alerts that are signals to the operators that they should be aware of something happening in the plant with no immediate intervention required.  Hence an effective alarm system has the following characteristics: 





It is contextually relevant i.e., correct, not spurious or of low operational value.


It is unique and not duplicating another alarm.


It provides adequate time for response.


It is prioritized, thus indicating the importance to the operator dealing with the problem.


It is understandable i.e., the alarm message is clear and easily recognized





The effectiveness of an alarm system can be measured using several performance metrics discussed in Section � REF _Ref494790262 \r \h ��3.1�.  Whether starting from ground zero in designing an effective alarm system, or going thorough an alarm system improvement or alarm management project, the enormity of the tasks can seem to be overwhelming.  Dividing the project into the following phases provides logical sub-processes that can make it more manageable:


Assessment: In this phase, the extent of the alarm management problem is assessed.  Tasks within this phase are data assembly and analysis, and alarm philosophy creation or review.  For existing plants the data assembly and analysis should identify the magnitude of the problem, incident reports and other documentation to assist in understanding the role of the alarm system, while new plants will be researching current industry norms and system performance expectations.  A clear consensus across engineers, operations and maintenance on the alarm philosophy that will drive all the remaining phases of the project should also be reached.


Alarm Redesign: This phase involves the identification of operational details like the level of automation and training for different modes of operation, general housekeeping and rationalization process discussed in Section � REF _Ref494848408 \n \h ��3.2�. 


Implementation:  The implementation of the rationalized alarm system involves - in addition to configuring the DCS – documentation, training and establishment of management of change procedures.


Benefits Retention: This phase includes follow-up studies to identify improvements in alarm system and maintenance of the alarm database to ensure continued benefits.  One tool that can aid in accomplishing this is Honeywell’s Alarm Configuration Manager(.





Following these phases will keep the alarm management process under control.  The management team plays a key role in providing the leadership and support necessary to ensure that management of change procedures is put into action.  This team should set the goals for the alarm system and then develop a life-cycle strategy to achieve these goals.  A series of goals, which serve as a starting point, are:





Alarms will meet production management requirements.  (The detection of process problems and transients from ‘normal’ operating envelop is a major goal to ensure that the context in which the alarm is presented is relevant.)


Causes of alarms are identified.  (To alert the operator of events, not just specific alarm points, requiring his rapid attention.)


Alarms are justified and properly designed.


Consequences of not acting are determined.


Alarm performance is continuously assessed.





Thus, alarms in existing alarm system that serve as ‘wake-up’ calls should be removed from existing alarm systems and can be moved to other less invasive systems that serve this purpose better, like Honeywell’s UserAlert(.  These goals will allow the operator’s to prioritize their response to the events as they occur and prevent the problem escalating further.  While this would assist in avoiding alarm floods during process upsets, proper design of operational displays, discussed in Section � REF _Ref494790681 \r \h ��3.3� is also required to assist operators in navigating to the relevant information quickly to effectively evaluate and respond to the alarms being generated.


Performance Metrics





To understand the performance of a system or process there must be qualities that can be measured to indicate current performance against industry or facility specific benchmarks.  Alarm system performance metrics can be divided into two types, the first is that of static or configuration and the second type are the dynamic performance.  The metrics must be considered as guides to assist correct alarm system design and monitor alarm system performance.  The shortfall in generic metrics will be the variations between process plants, complexity of process itself and the level of plant automation and instrumentation.





The configuration metrics provides an insight into the number of alarms configured the distribution of priorities and other alarm attributes.  Experience shows that the configuration metric serves as a broad guide and common sense suggests that the number of alarms for any particular plant cannot be critically measured against hard numbers.  � REF _Ref494663949 \h ��Table 1 � provides a metric for the number of alarms configured per control element, that is valve or sensor.  The number of alarms per control element fall into three categories of low, average and high, which leaves the interpretation at the discretion of the reader, as the complexity of the process and its level of instrumentation are unaccounted for.  This metric provides value when the sub-system is small enough to negate the effect of complex process and helps future designers gauge their alarm system designs against industry norms or existing plant standards.





Other configuration metrics, such as priority distribution also assist in providing a design based on targets that have been agreed by operations personnel, but do not necessarily overcome deficiencies incorporated by other design activities like HazOp studies that have a dramatic effect on alarm system design.





Dynamic alarm system performance suggests a more tangible measurement and provides feedback on the systems ability to aid the operations personnel.  As stated in Section � REF _Ref494794137 \r \h ��2� an operators ability to evaluate alarm messages is hampered by the rate at which they appear, hence the rate should meet what we expect operators are capable of handling.  � REF _Ref494665601 \h ��Table 2� suggests approximate figures for target maximum rates of occurrences.


�



Metric�
Low�
Average�
High�
�
Alarms per control valve�
1�
4�
6�
�
Alarms per analogue measurement�
0.5�
1�
2�
�
Alarms per digital measurement�
0.2�
0.4�
0.6�
�
Table � SEQ Table \* ARABIC �1� Guidance on alarms per plant sub-system








Priority�
Target Maximum Rate�
�
Critical (emergency)�
Very infrequently�
�
High�
Less than 5 per shift�
�
Medium�
Less than 2 per hour�
�
Low�
Less than 10 per hour�
�
Table � SEQ Table \* ARABIC �2� Target occurrence rates of alarms of different priorities


What is important about these target rates is not only the ability of operators to respond to alarms, but also the operators’ attention to the importance of the alarm.  The greater the number of high priority alarms compared to say low priority alarms, the operator will over time discount the priority of alarms all together and treat each with the same level of attention, thus defeating a key feature of alarm systems.





� REF _Ref494665605 \h ��Table 3� provides current industry measurement of the long-term alarm rate average for plants in steady sate operation.  It can be easily seen that the industry standard is well above what is recognized as an acceptable level, and is significantly higher than the target maximum rate of one per 10 minute shown in � REF _Ref494814877 \h ��Table 3�.





Long term average alarm rate�in steady state operation�
Acceptability�
�
More than 1 per minute�
Very likely to be unacceptable�
�
One per 2 minutes�
Likely to be over demanding�(industry average in HSE survey)�
�
One per 5 minutes�
Manageable�
�
Less than one per 10 minutes�
Very likely to be acceptable�
�
Table � SEQ Table \* ARABIC �3� Benchmarks for assessing average alarm rates





Other dynamic alarm system metrics, such as the number of alarms following a plant upset, the number of standing alarms and operator response times provide tools to review and modify alarm systems to improve performance.  What is lacking at present is a relatively easy method of measuring alarm system performance in terms that are not subject to intensive post mortem studies of events or extensive alarm system data collection.  It may remain a fact of alarm system design and maintenance that the effort required for continuous improvement is exhaustive, however the benefits can not be readily argued without a link between operator action, production targets and dynamic alarm activity.


Alarm Rationalization





The alarm rationalization process is the systematic investigation of the alarm database to reduce the number of configured alarms and to ensure that the resulting alarm parameters are correctly specified.  The two key inputs to this process are the plant-wide alarm philosophy and the evaluation of the ‘bad actors’ in the existing alarm system.  Obviously the later is difficult if the plant has no operational history to draw performance statistics from.





The first task in the rationalization process is the implementation of the alarm philosophy i.e., the philosophy must be incorporated into the alarm design to determine how the plant is to be run, what the level of automation will be, the design of the graphics, and what training is needed.





The second task is the collection of data for use in the rationalization process.  The data reviewed during rationalization includes information about DCS configuration, alarm activation frequency and characteristics, HazOps, operating procedures, P&ID’s and safety shutdown systems cause and effects matrices.  The core task in the rationalization phase is alarm rationalization itself.  This addresses issues such as the number of alarms at different priority levels and ensuring that no alarms are generated during steady state operations.  A singular indicator of good alarm system performance is the ‘dark screen’ i.e., the alarm screen has none or at worse case an extremely small number of alarms displayed at any time during plant operations.  Dark screens are not readily achievable without extending the performance of current alarm systems from single point sensor triggers to techniques such as logical processing of alarms, and / or combining detected alarm signals with other information to generate unique and meaningful alarms.





The final task before the deployment of the rationalized alarm system is general housekeeping where many of the root causes of poor alarm system performance can be found.  Attributes such as incorrect instrumentation selection and application, poor process design and electrical protocols are a few of the root causes that are external to the alarm system but have a dramatic effect on its validity are investigated and corrected.  Other housekeeping aspects are within the alarm system and comprise the removal of redundancies and unnecessary layers in the alarm system to name a few.  When the basics of alarm rationalization are complete, enhanced alarm handling techniques such as dynamic alarm handling techniques can be deployed.  These techniques are designed to reduce or eliminate consequential alarms, define and employ context sensitive alarms, understand process transitions and provide greater understanding of process disturbance root causes.  Again these advanced alarm handling techniques work towards fulfilling the dark screen concept.


Operational Display Guidelines





Console operators use the displays of their DCS to monitor process conditions and alter control parameters to take appropriate actions to manage the process.  Alarm information is an important element provided to the operator through this control system display.  A poorly defined operator display may disorient and interfere with an operator’s ability to handle significant disturbances, these definitions include the aspects of accurate and meaningful alarm information and the ergonomics of the interface.  Some of the human factors that should be considered while designing effective operator interfaces are:





A systematic design of shape, color, and behavior to limit visual noises and enhances operator ability in pattern recognition.


A multi-level hierarchical information and navigation technique so natural or intuitive designs allow quick access to relevant data and other displays.


The interface requirements are oriented to operator tasks and account for operator requirements in both normal and abnormal situations.


Provide comprehensive and integrated alarm indication, summary, and priority information to the appropriate level of detail for the various levels of information in the display hierarchy.





Based on these factors, the ASM consortium developed guidelines for building effective operator displays (� REF _Ref494796106 \h � \* MERGEFORMAT �[ 5� ]).  These guidelines recommend, depending on the findings of operator task analysis, at least a three level hierarchy.  Level 1 of the display hierarchy provides an overview of the process or unit under control displaying key variables deemed most important to operations.  This overview of the process is used for surveillance of the process and identifying problems quickly.  Alarm information in these displays is summarized for each sub-process.  Level 2 displays are designed for monitoring and adjusting plant attributes during normal and abnormal operation.  These displays combine key operator tasks allowing ready indication and manipulation to support the tasks at hand.  Alarm information provided at this level includes alarm activity at all priority levels for all the tags on the display.  Level 3 displays are detailed process graphics, allowing access to each configured element or tag in the span of control.  An operator will have access to all standard control and monitoring functions, such as trends, controller templates, etc., as well as navigation tools to access graphics at all other display hierarchy levels.  The guidelines also recommend that the navigation between the displays at different levels should be direct and unambiguous.  � REF _Ref494817097 \h � \* MERGEFORMAT �Fig. 1� shows a level 2 display with alarm summary at the top.





Alarm information at all levels of the hierarchy is visually annunciated to the operators by integrating them into the graphics displays in the form of visual icons or symbols and on predominantly text based dedicated alarm summary screens.  The graphical display of alarms should provide redundant indication of alarm status and priority through both the shape and color of the icons.  The coding used to represent these should be consistent across all the displays used by the operator.  To enhance navigation and to keep key data present at all times, alarm indicators can be incorporated in the navigation aids that are designed for the displays, this will permit moving from one level in the screen hierarchy to another without loss of view of essential alarm data.





An almost universally practiced industry approach is to have the alarm summary screen as one of the permanently active displays at each console position.  The text messages used to annunciate the alarms should clearly and unambiguously indicate the location and nature of the alarm through consistent visual coding and descriptions.  Facilities for suppressing, sorting, and filtering and re-alarming of cleared alarms should be incorporated into the operator displays to readily isolate important issues for operators.  





Alarm information is annunciated to the operator through audible means using sound with appropriate level of intensity.  The guidelines recommend that, as with graphical displays, audible annunciation should use different tones and pitches to represent the different priorities and recurrence of alarms.





�





Fig. � SEQ Fig. \* ARABIC �1�: Level 2 Display with Graphical Alarm Summary


CONCLUSION





Research by the ASM Consortium demonstrates that of the many ASM issues, alarm management is still the top priority problem faced by manufacturers to achieve handle abnormal situations as they occur.  The role of the alarm system is to aid the operator to provide unambiguous information and prioritize their response during an abnormal situation.  Improper performance of the alarm system can actually hinder the ability of the operator to effectively deal with abnormal situations.  Incident investigations have readily identified alarm system issues as a contributing factor, where typically alarm flooding has occurred preventing the operator from determining crucial information that could have minimized or even mitigate the incident.  Current incident investigations clearly indicate that the industry has to improve as a whole, hence the life cycle approach to alarm design as strategy to combat the negative impact of alarm systems to process operations and safety, is an imperative.  The contributing factors of process dynamics and inappropriate alarm response are key design considerations to achieve the dark screen concept.  Other influencing factors, such as ergonomics must not be ignored when designing operator interfaces.  Without these considerations the alarm problems we face today will continue to plague the industry and weigh heavily as negative contributions in the scenarios that result in industrial incidents.
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