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ABSTRACT

This paper will discuss the Alarm Management problem in the process industry and will define when is an alarm not an alarm and when is an alarm safety related.  After defining alarms the paper will elaborate on the new EEMUA Alarm Systems Guide No. 191 and how to resolve an existing alarm management problem.  The paper will discuss alarm philosophy, performance, rationalization, tools and metrics.

The paper will cover human factors and User Interface issues associated with alarms.

INTRODUCTION

The lightning strike came just before 9:00 am on Sunday, and started a fire in the crude distilla​tion unit of the refinery.  The control operators on duty responded by calling out the fire brigade, and then had to divert their attention to a number of alarms while trying to bring the crude unit to a safe emergency shutdown.

Hydrocarbon flow was lost to the deethanizer in the FCCU recovery section, which feeds the debutanizer.  The system was arranged to prevent total loss of liquid level in the two vessels; therefore, the falling level in the deethanizer caused the deethanizer discharge valve to close.  This caused the level in the debutanizer to drop rapidly and its discharge valve also closed.  Heat remained on the debutanizer and the trapped liquid vaporized as pressure rose until the pressure relief valve released (for the first of three times) into the flare KO drum and onward to the flare.

In a matter of minutes, the operator responding was able to restore flow to the deethanizer.  The deethanizer discharge valve opened, allowing renewed flow forward to the debutanizer.  The rising level in the debutanizer should have caused the debutanizer discharge valve to open and allow flow on to the naphtha splitter.  Although the operators in the control room received a signal indicating the valve had opened, the debutanizer was filling rapidly with liquid while the naphtha splitter was emptying.

The operators were concentrating on the displays which focused on the problems with the deethanizer and debutanizer, and had no overview of the process available.  An overview would have indicated that even though the debutanizer discharge valve registered as open, there was no flow going from the debutanizer to the naphtha splitter.

Despite attempts to divert the excess, the debutanizer became liquid-logged about an hour later and the PRVs lifted a second time and vented to the flare via the flare KO drum a second time.  Because of the enormous volumes of gas venting, the level of liquid in the flare KO drum was very high.

About two and a half-hours later, the debutanizer vented to the flare a third time, and remained venting for 36 minutes.  The high-level alarm for the flare drum was activated at this time, but with alarms going off every two to three seconds, it evidently went unseen.  By this time, the flare KO drum had become filled with liquid beyond its design capacity and the fast-flowing gas through the overfilled drum forced liquid out the drum’s discharge pipe.  The discharge line was not designed to carry liquid, and the force of the liquid in the line caused a rupture at an elbow, which released about 20 tons of highly flammable hydrocarbons. 

The release formed a drifting cloud of vapor and droplets that found an ignition source about 350 feet away.  The resulting explosion was heard eighty miles away, and in the town nearest the plant, glass was broken in most windows from the pressure gradient of the blast.  The last fires at the refinery were finally put out two days later.  The above incident is not fiction.  The people in it do not represent any particular individuals.  However, the way in which the alarm system was used during this incident is based on real events and behavior during an actual incident.

Each year in the process industry, hundreds of people are injured or killed and billions of dollars lost due to incidents and near misses.  While every occurrence cannot be blamed on alarm management, there are a number of recorded cases where inadequate alarm management was the cause or a contributing factor.  There is still confusion about what is an alarm and when is it safety related, the paper will clarify these issues.

Figure 1 shows a typical production verses time history plot.  As can be seen the operators try to keep the process operating around a pre-configured operating target and with the aid of advanced control and optimization the production has a current limit which is partially restricted by operations comfort margin.  This margin allows the operator time to react during disturbances.  The closer the process is pushed to the plants theoretical limit the shorter the time to respond and the nore prone the process is to upsets.
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The plant experiences several types of incidents that do not lead to loss of profit but may impact 

quality.  Most processes have some flexibility and the manufacturer can still breakeven with small 

disturbances.  This may impact lost opportunity or loss of profit or loss of revenue.  At some point an incident may lead to loss of profit, as plants are shutdown for fixed asset replacement and lost opportunity and profits due to the impact of upstream and downstream facilities.
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Figure 2 Anatomy of a disaster

As we exam the distinct areas on the graph we can see three zones which we often define as ‘Normal’, ‘Abnormal’, and finally ‘Emergency’.  Figure 2 shows the three operating modes and the plant states with critical systems available to operations in each of these states with the operational goals and plant activities.  This is extremely important that these plant states and operating modes are fully understood so that alarm priority and alarm usage can be designed to meet the requirements set.

The German DIN Standard V 19251 shown in Figure 3 shows that when a failure occurrence in a process or in a safeguarding system that a given Process Safety Time (PST) exists.  Failure to resolve the problem in this time period will result in a incident that may lead to an accident as shown in the example above.  It takes a given time for a system to diagnose the failure and if the failure is diagnosed correctly a fault Tolerance Time (FTT) exists that includes the time to take corrective action and the time for the process to react to the corrections made.  This includes the delay time for solenoids to activate and valve travel plus the reaction time of the process to change.
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Figure 3

Again the Fault Tolerance Time of the process and the Process Safety Time are critical to the design of the alarm system and the expectations on the human operator on how many and how fast the operator can respond to alarms.  The current standards and guidelines stated later in the article recommend that operators should not be relied on for responding to Safety Critical Alarms, which we show later refers to SIL 2 alarms.  Humans are not reliable enough or are not available to meet this integrity level.  This is very subjective, because we do not have a finite measurement for human reliability but we can accepted some of the outstanding work done by human factors specialists in this area.  They suggest from several techniques that a PFDavg can be calculated and improved on, based on operator selection, training, motivation, Supervision, Task Allocation and finally HMI.

With this information we can start mapping single alarms, grouped alarms and unit alarms into a strategy for the Equipment Under Control (EUC). Figure 4 shows an example using capability assessment technique.  Once a protective system design is developed, a capability assessment should be made (i.e., an evaluation of the system’s ability to meet safety requirements, taking into account the accuracy and the dynamics of the equipment used).  This is of great importance where safety is a major consideration.  The example shows where a cumulative effect of errors and delays ( all within the manufacturer’s specification for equipment) result in an inability to shutdown the plant in time to prevent a major accident, even with multiple protection layers. A capability assessment will identify problems of this type so that design modifications can be made to correct identified deficiencies.

Documenting and managing the complex and dynamic nature of alarms in a DCS is time-consuming and often neglected.  To address alarm system areas of concern, as well as document and maintain [image: image6.wmf]alarms effectively an alarm management system must be put into place.

Figure 4 Capability assessment example. Response of a plant and it’s proactive system.

Alarm Defined
An alarm is a signal that is annunciated to the operator usually by an audible sound, a visual flashing indication and the presence of a message or other identifier.




An alarm indicates a problem requiring operator attention and is usually initiated by a process measurement passing a defined alarm setting as it approaches an undesirable or potentially unsafe value.




An operator should be given adequate time to carry out a defined response.  For this to occur:

An alarm should occur early enough to allow the operator to correct the fault

The alarm rate should not exceed what an operator is capable of handling




Every alarm or combination of alarms should have a clearly defined response.  If a response can’t be defined then the signal should not be an alarm.  Often this type of event information gets mixed in with alarms.




Non-alarms such as notifications that don’t require timely action on the part of the operator should be kept out of the alarm system.  There are a number of tools in the marketplace that can be used to deal with non-alarms. 



alarm systems
Alarm systems are a critical element of operator interface in almost every process facility in the world.  Alarm systems notify an operator of an occurrence in the process that requires action.




A good alarm is:


Relevant—alarms must have operational significance.

Unique—there should be no redundant alarms.

Timely—alarms must provide sufficient time for operator intervention.

Prioritized—alarm priority should clearly rank alarms according to risk and intervention time.

Understandable—alarm messages must be clear.




While the primary purpose of an alarm system is to alert an operator, it can also provide valuable information in the form of an alarm log.  This information can be used to:




Optimize process operation

Analyze incidents and problems

Improve alarm system performance




Alarm systems are crucial to facility operation because of their potential impact on safety, the environment, and the economy.



elements in alarm management
Alarm management is a dynamic process that involves the following elements of a facility:

People

Equipment

Materials

Technology




An effective management system will ensure that these elements work together efficiently to reduce the risk associated with alarms and alarm systems, given the resources currently available or obtainable.




Alarm management is the effective application of proven management systems to the identification, understanding, design, and control of process alarms.



Effective alarm management
Alarm management is a program designed to determine the function, need, priority, and presentation of alarms to operators.  It also examines the potential interaction of alarms with other alarms.  It provides guidance on managing alarm systems to prevent problems such as nuisance alarms and flooding.




An effective alarm management program identifies what training operators need, as well as establishing procedures to manage and audit alarm system integrity.  Effective alarm management helps ensure that:




Alarms meet production management requirements.

Causes of alarms are identified.

Alarm performance is continuously assessed.

Alarms are justified and properly designed.

Consequences of not acting are determined.



Benefits of a good alarm system

Well-designed alarm systems can help an operator prevent an abnormal situation from escalating or an upset from occurring.  Benefits include:

Increased safety

Reduced environmental incidents

Increased production

Improved quality 

Decreased costs

Good alarm systems provide an additional layer of protection and therefore contribute to overall risk reduction.  An alarm system should ultimately provide sufficient diagnostic information for the operator to understand complex process conditions.



Safety Related Alarms
An alarm System is an electrical/programmable electronic system (E/E/PES) under the definitions of the international standard IEC 61508.  According to that standard an alarm system should be considered to be safety related if:

· It is claimed part of the facilities for reducing the risk from hazards to people to a tolerable level, and;

· The claimed reduction in risk provided by the alarm system is “significant”.

For a system operating in demand mode, e.g. an alarm system, “significant” means a claimed Average Probability of failure on Demand (PFDavg) of less than 0.1.

If any alarm system is safety related then:

· It should be designed, operated and maintained in accordance with requirements set out in the standard;

· It should be independent and separate from the basic process control system (unless the basic process control system has itself been identified as safety related and implemented in an appropriate manner).

Often safety related alarms will be implemented in some form of stand-alone alarm system driving individual discreet alarm annunciators.  These can provide good reliability and can be designed so that critical alarms are obvious and easy to recognize.

There is a limit to the amount of risk reduction, which can be achieved using alarms even when the equipment is of the highest integrity.  This is because of basic human reliability limitations.  Consequently, as shown in Figure 1, it is recommended that in no circumstances should a PFDavg of less than 0.01 be claimed for any operator action in response to an alarm even if there were multiple alarms and the response was very simple
.  This puts a limit on the level of reliability that should be claimed for any alarm function.

A general principle expressed in various places in the EEMUA Guide is that the operator should be able to easily identify alarms and should have adequate time to deal properly with them.  This principle is particularly relevant to safety related alarms.  Consequently it is recommended that:

For all credible accident scenarios the designer should demonstrate that the total number of safety related alarms and their maximum rate of presentation does not overload the operator.
This might be interpreted as requiring that no credible accident generates more than a certain number of safety related alarms within a specified period.  

Special efforts should be made to avoid spurious safety related alarms.

All safety related alarms should be tested at a frequency necessary to achieve the claimed PFDavg (see EEMUA Alarm Systems – A Guide to Design, management and Procurement – Publication 191 

Alarm detection should provide early warning that there is a problem requiring operator intervention whilst minimising unnecessary or nuisance alarms.  To achieve this the most appropriate alarm detection mechanism should be chosen for each parameter.   

Claimed PFDavg
Alarm system integrity/reliability requirements
Human reliability requirements

1-0.1

(standard alarm)
· alarms may be integrated into the process control systems



· no special requirements - however the alarm system should be operated engineered and maintained to the good engineering standards identified in the EEMUA Guide
.

0.1-0.01

(safety related alarm)
· alarm system should be designated as safety related and categorised as SIL 1 (Safety Integrity Level 1 as defined in IEC 61508);

· alarm system should be independent from the process control system (unless this has also been designated as safety related).
· the operator should be trained in the management of the specific plant failure that the alarm indicates;

· the alarm presentation arrangement should make the claimed alarm very obvious to the operator and distinguishable from other alarms; 

· the alarm should be classified at the highest priority in the system;

· the alarm should remain on view to the operator for the whole of the time it is active;

· the operator should have a clear written alarm response procedure for the alarm;

· the required operator response should be simple, obvious and invariant;

· the operator interface should be designed to make all information relevant to management of the specific plant failure easily accessible;

· the claimed operator performance should have been audited. 

below 0.01

(notification only)


· alarm system would have to be designated as safety related and categorised as at least SIL 2.
· it is not recommended that claims for a PFDavg below 0.01 are made for any operator action even if it is multiple alarmed and very simple.

Figure 5 Reliability requirements for alarms

In order to realize the full benefits of an alarm management improvement project the outcomes of the project must be established.  Establishing the desired goals of the project does this.

Goals
An alarm management improvement project may be initiated to reach various goals.  Some of these goals may be to:




Assess the current situation to identify areas for improvement

Create an alarm management philosophy

Understand the nature and scope of an alarm management improvement project

Reduce the number of configured alarms

Re-evaluate alarm priorities

Reduce the number of standby alarms

Identify implementation issues

Review management of change issues

Review evergreen issues






Conducting an alarm management improvement project can be a complex, time consuming job.  Breaking the project into four phases, each with assigned specific tasks, can make the job easier and more manageable.

phase I—Problem Awareness and Solution Framework
During Phase I alarm systems are reviewed to determine if and what problems exist.  Static and dynamic alarm data is collected and analyzed to diagnose problems.




An alarm philosophy is also developed to define how alarm systems are specified and managed.  An alarm philosophy addresses the needs of the operator and provides guidelines for alarm management.




After alarm system problems have been identified and an alarm philosophy put in place, a project plan can be devel​oped.  The plan will show how changes to the alarm systems will be made, what resources will be required and how long it will take.



phase II—Alarm Redesign
In Phase II the alarms are rationalized during which a point-to-point evaluation of the plant.  Alarm rationaliza​tion addresses issues such as how many alarms there are, alarm priority and ensuring that no alarms are “in” during steady state.


During this phase various techniques can be used to logically process and/or combine detected alarm signals with other information to generate meaningful alarms.  Other techniques are used to reduce or eliminate repeating and fleeting alarms.



phase III—Implementation
Phase III involves operator interface and implementation.  After the alarms have been rationalized it may be necessary to review the display content, structure and alarm presenta​tion.  The configuration scheme, and audible and visual annunciators are evaluated and improved to meet the informational and task requirements of the operator.




Implementation

DCS Configuration

Training

Procedures

Management of Change

Follow-up Study




The DCS is then configured to reflect the identified alarm database changes.  Necessary procedures are developed, affected personnel are trained and a follow-up study conducted to ensure that the changes are working correctly.



phase IV—Continuous Benefits
Phase IV focuses on maintaining the benefits realized from the alarm management improvement project.  It also covers how to increase plant operating efficiency by investigating alarm floods and process upsets.






An alarm management improvement project can be an overwhelming task.  Dividing the project into the following phases can make it more manageable.

Problem Awareness and Solution Framework

Alarm Redesign

Implementation

Continuous Benefits

Each of these phases contains crucial tasks that must be completed in order to ensure the success of the project.  Following these phases can help keep the project from getting out of hand.

The main theme of this paper can be summarized as follows:-

All alarms must have a defined operator response, no action no alarm.

A Safety Related Alarm is determined by PFDavg and Alarm System Integrity/ Reliability requirements.  SIL2 is an automatic action that is completed by a SIS and a Notification is required to inform the operator.  If an alarm system does not meet the integrity defined it MUST be rationalized and must be designed to aid operations during all operating modes not just “Normal Operation”.  A systematic approach exists to designing and maintaining alarm systems.

I. NIMMO is Senior Engineering Fellow and is currently the ASM Program Director for Honeywell Industrial Automation & Control, Phoenix, AZ (602/313-5370; Fax: 602/313-5966; e-mail: ian.nimmo@iac.honeywell.com). Before joining Honeywell, he worked for 25 years as an electrical designer, instrument/electrical engineer, and computer applications manager for Imperial Chemical Industries in the U.K. He has specialized in computer control safety for seven years, he has extensive experience in batch control and continuous operations, he developed control hazard operabilty methodology during his time at ICI, and has written over 50 papers and contributed to two books on the subject. He studied electrical and electronic engineering at Teesside (U.K.) University. He is a member of the Institute of Electrical and Electronic Incorporated Engineers, and a senior member of the Instrument Soc. of America.
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Figure 1 Annual Incidents
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� Guidelines for Safe Automation of Chemical Processes – AIChE CCPS – ISBN 0-8169-0554-1section 3.1.2.1


� Alarm Systems – A Guide to design, management and procurement – EEMUA publication 191


�  Techniques do exist for quantifying human error, examples being the THERP and the  HEART techniques.  When using these it should be noted that dealing with alarms in general (e.g. accepting alarms, moving up and down an alarm list) is a completely familiar and routine task that can be done consistently and reliably.  However, diagnosing the cause of a specific alarm, working out an appropriate response and carrying this out successfully is a much more skilled task where the operator performance is much less predictable.


� EEMUA Alarm Systems – A Guide to Design, management and Procurement – Publication 191
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