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ABSTRACT








In spite of many technological advances in industrial control systems over the past 30 years, alarm systems have not kept the pace with other parts of the process control solution.  To date, most efforts to improve alarm systems have been concentrated at the source of the alarm – in the DCS.  However, good management of the alarm settings, which can be performed outside the DCS itself, can lead to improved alarm system performance and better overall operations, resulting in fewer incidents and increased equipment up time.  This paper discusses how current PC technology can be leveraged to address this area.





Typical problems that can occur today due to the lack of alarm setting management are discussed, and key aspects of the solution are introduced:  (a) establishment of consistent, rationalized alarm settings, (b) preservation and maintenance of those alarm settings through normal and abnormal plant operations, (c) assuring that the alarm settings track the states of the plant, and (d) integrating the alarm setting management with the DCS and with overall plant operations.











INTRODUCTION








Our inability to adequately deal with abnormal process situations has received a great deal of attention in the last several years.  According to the Abnormal Situation Management®( Joint Research and Development Consortium,  “the US petrochemical industry alone could save up to $10 billion/year by avoiding or at least better dealing with abnormal situations” (6).  A large part of the problem is that alarm systems have not kept up to date with advances in other areas of process control.





Control systems have evolved considerably over the last 30 years from single loop pneumatic controls, to multivariable model-based control and optimization in common practice today.  In contrast, while alarm systems have grown over the last 30 years, they have not significantly advanced.  Authors like Peter Andow and Donald Campbell Brown have documented the problem.  Campbell Brown (3) discusses “alarm creep,” in which the easiest solution to a problem is often to add another alarm, with the result over time that the overall effectiveness of the alarm system suffers.  Andow (1) writes that alarm systems have grown from “a few hundred alarms to many hundreds or thousands of alarms on most plants during the last 20 years,” and asserts that some plants operate with an average of over one alarm a minute, and examples like “40 alarms in the first minute” of an upset are not unusual.  Commonly documented problems by these and other authors include redundant alarms, chattering alarms, standing alarms, and inability for the alarm settings to track the state of the plant.  Meanwhile, today’s needs to push plants to maximum capacity make it all the more important for the alarm systems to perform well and to communicate succinctly with the operators.





Most techniques applied to date have been implemented in the DCS.  This is a natural, and often a necessary place for the solution to these problems due to needs of performance, timing of the logic, and robustness considerations.  However, much of the alarm management problem has to do with the establishment and maintenance of the alarm settings.  This part of the solution can be implemented outside the DCS, using PC and associated technologies, and can be done in a manner somewhat independent of the alarm system itself.  The discussion to follow identifies the problems and opportunities associated with this outer layer of alarm management. 








ENABLING TECHNOLOGY








A number of recent technological advances have made it now practical to manage alarm settings outside the DCS:





The most obvious advance is in PC technology itself – lower cost and higher reliability.  While it is still questionable whether this technology is ready for the lowest level of alarm detection and control, it is adequate in most cases for management of the alarm settings.





Low cost, data base technology accessible via standard interfaces is now common and available in PCs.  This technology makes it practical to establish and manage a database for alarm settings, including justifications, expected necessary actions, and linkages to related documentation.





Standard data accessing for DCSs – OPC (OLE for Process Control) – allows the upper level alarm management logic to be somewhat independent of the DCSs themselves.





The increasing ubiquity of communications is bridging what was once called “islands of automation” in the manufacturing and process industries.  This will enable alarm strategies to be tied to and driven by operating goals and execution strategies that are set at the plant, as well as at the unit level.








ALARM SETTING MANAGEMENT








DCS suppliers offer several techniques to manage and control alarms, such as grouping techniques, cutout/suppression techniques, and presentation techniques.  These techniques can be effective. However, jumping to the application of these techniques often amounts to starting in the middle, and leaves an important set of alarm management issues unaddressed.  Failure to address them can lead to a number of problems.





Lack of a consistent alarm management philosophy usually results in too many alarms in the first place.  In addition, over the years, as the control system evolves and problems occur, often alarms are added “to be on the safe side”.  Some are important, but others may not be true alarms.  The existence of less important or sometimes irrelevant alarms can cause operators to pay less attention when the alarms are significant and some action must be performed. 





In some cases, significant amounts of a company’s resources are spent to create an alarm philosophy, to review the alarm settings, and to bring them in accordance with the stated philosophy.  Having done this, if the resulting engineered settings are not put under appropriate change control, the settings themselves will drift and deteriorate over time, such that the original investment to fix the alarm system problem is lost (7).





When alarms are properly designed and effectively maintained, there often remains a dilemma regarding whether or not to allow operators to change settings for special situations. 





Disallowing operator changes of alarm settings assures that the designed settings are always used, but can lead to inappropriate settings in special situations.





Allowing operators to change alarm settings to cover special situations is good for those situations, but carries the risk that the setting will remain unchanged from its “special” setting when normal operation resumes – possibly causing problems later.





Finally, even properly designed and managed alarm settings are often static, and may not reflect the changing plant state, leading to standing alarms on out of service equipment, and inappropriate alarm settings for particular situations.  A setting too tight will cause a nuisance alarm, a setting too loose will cause an alarm too late to do the operator any good.  When the alarm configuration is static, the designed alarm setting must be a compromise between the needs of all situations.  Usually the tightest necessary setting is chosen, resulting in more early or nuisance alarms.





All these are problems not of the basic alarm system itself, but of management of the alarm settings that are used.








THE SOLUTION AND BENEFITS








Alarm setting management is more than just a set of tools, or a one-time activity.  It is a work process, supported by appropriate tools, training, and operating discipline.





There are four key aspects to alarm setting management: (a) establishment of consistent, rationalized alarm settings, (b) preservation and maintenance of those alarm settings through normal and abnormal plant operations, (c) assuring that the alarm settings track the states of the plant, and (d) integrating the alarm setting management with the DCS and with overall plant operations.








ESTABLISHMENT OF CONSISTENT, RATIONALIZED ALARM SETTINGS








The importance of establishing a consistent alarm philosophy is discussed by many authors (1,2,4).  This includes many things, including specifying criteria for what is an alarm, and how quickly operators are expected to respond to each priority of alarm.  Guidelines for setting alarms are discussed at length in Publication No. 191 of the Engineering Equipment and Materials Users Association (EEMUA) (4).  The practice goes under the name “alarm rationalization” or “alarm objective analysis” (AOA).  Though it takes a good deal of effort to evaluate all alarms against such a philosophy, documented results indicate that it is typical for the number of configured alarms to be cut up to one half, sometimes more (2, 5).  The result is that entire alarm management problem is thus significantly reduced. In addition to immediately reducing the number of configured alarms and alarm rates, fewer alarms remain on which to apply the more advanced (and still costly to implement) alarm strategies (e.g., alarm cutout, etc.). 





An important part of this analysis is that each alarm is given a reason, a probable cause, and potential recovery action.  This can be captured in a database and made available to operating personnel for use in responding to alarms. 








PRESERVATION AND MAINTENANCE OF ALARM SETTINGS








After an alarm philosophy has been consistently applied to all alarms, it is of utmost importance to keep the rationalized alarm settings in a database that is separate from the actual DCS.  This allows separate maintenance and management of change.  Figure 1 shows two “loops” of alarm management – the lower one, labeled DCS Alarming, to detect the occurrence of the alarms; and the upper one, labeled Alarm Setting Management, for establishing and maintaining the DCS alarm settings.  
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FIGURE 1:  TWO LOOPS OF ALARM MANAGEMENT





Maintenance of the “engineered alarm settings” involves several important points: 





Changes to the engineered alarm settings database should go through careful management of change procedures.  These are the standard, designed values that the rationalization team (or AOA team) has determined.  Any change to these settings should be logged, and a reason given for the change. 





Changes to the actual DCS setting values may be subjected to different criteria, depending on the individual company or site policy.  Some possible site policies are:





Policy 1:  No alarm setting changes in the DCS are allowed by operators.  This may be implemented at the DCS level, or by periodically restoring the engineered alarm settings unconditionally into the DCS.





Policy 2:  Changes to alarm settings in the DCS are allowed, and the system periodically checks the DCS alarm settings against the engineered alarm settings and produces a difference report.  The report can be viewed by operators, control engineers, or operating supervisors.  Sometimes this policy is used prior to Policy 3 during initial setup of an alarm setting management system.





Policy 3:  Conditional alarm setting enforcement is provided.  This is like Policy 2, with the addition that the difference report becomes a part of the operator’s work process, and the system provides the ability to reestablish (enforce) the engineered settings.  This is performed periodically (usually once each shift) or on operator demand.  Since the operator may be working around an existing problem at the time of the difference report, the operator should be given the opportunity to override the enforcement, on a tag by tag basis.  A system that can handle Policy 3 can usually handle Policy 1 and 2 as a subset.





While Policy 1 may be appropriate at some sites, there are definite advantages to allowing some operator changes, while forcing the continued comparison with the engineered settings, as is done in Policy 2, and even more actively in Policy 3.  Site experience has shown that Policy 3 can be an effective way to manage alarm settings (7).  Some example activities are the following:





An operator can react to a specific situation by changing alarm settings from the normal ones.  For example, he/she could be a disabling an alarm or making a more subtle change to an alarm trip value.  An automatic reminder (e.g., at the end of each shift), will notify the operator that a difference exists between the actual and engineered alarm settings, which will need to be resolved at some time.  On being reminded, the operator can revert to the engineered setting immediately, or put it off until later, as appropriate.





The periodic difference report promotes discussion between operators at shift changes regarding what alarm changes have been and the reasons for them.





The logging of the activity at the end of the shift (and on demand enforcements) provides an operational record that can be evaluated by operating supervisors and control engineers.  An alarm setting that constantly shows up in the difference report is an indication either of an operational problem or (more likely) a designed alarm setting that needs to be reevaluated.





In this way, the conditional alarm setting enforcement allows the operator to be in complete control, while monitoring his/her actions.  At the same time, the database of engineered alarm settings is constantly being evaluated and maintained.  The evolution of the alarm configuration is handled in a natural way, and the initial cost of establishment of rationalized alarm settings should never need to be repeated.








TRACKING THE STATE OF THE PLANT








The purpose of the DCS alarm system should always be to announce the difference between the intended plant state and the actual plant state. As such, a purpose of the upper loop in Figure 1 is to drive the alarm settings to match the intended state of the plant as closely as possible.  Since alarms are designed for the operator, “intended plant state” here implies “as the operator understands the intent.”  For example, when the operator intends (and hence expects) a piece of equipment to be operating normally, its failure should cause one or more alarms.  If and when that piece of equipment is subsequently taken out of service, the operator understands it as “out of service,” and that state becomes part of the “intended plant state.”  Many or all of the alarms on that equipment are no longer relevant to the operator, and should be suppressed or removed in some way.  





Another key situation in which “intended plant state” should be tracked by the alarm settings occurs when different operating modes apply, such as different feed stocks, seasonal settings, and cyclic differences, such as catalyst regeneration cycles.   Using different settings for the different operational modes allows the alarm settings to be more accurate, which results in giving the operator more time to react while still minimizing nuisance alarms.





To assure that the alarm settings track the intended state of the plant, alarm setting management should involve at least the following four activities:





Identification of the basic modes of operation (feedstocks, seasonal settings, cyclic settings, etc.) and the rationalized settings for them should be incorporated into the alarm rationalization or AOA activity discussed earlier.





Equipment will be switched in or out of service, either during normal operation or to account for failures and workarounds, as discussed above.  Such changes should be appropriately reflected in the active alarm settings.  This may mean that the operator has a quick tool for disabling predefined groups of tags in response to plant conditions that can occur.  Bringing equipment back into service should be done in a way that assures that the engineered alarm settings are restored.





Operating modes will be monitored and changed by the operator (and possibly by the system).  Tools for viewing and setting the operational modes as well as in/out of service status of equipment should be clear, easy to use, and integrated with normal operating displays.  





Long term outages of equipment, such as during a turn-around  should be accounted for. These situations should be reflected in the engineered alarm setting data base, so that difference reports to the operator are not laden with unneeded difference indications, but that the planned outages are noted.





The intended plant state must be clear and deterministic.  For the operator to properly interpret the alarms, it must be clear to him/her at all times what state the plant is in – and by implication, what the current alarm settings are.  The groupings of tags and equipment designations must be simple, straightforward, and direct reflections of the equipment and the functions that are already in the mind of the operator.  Complex procedures and overlapping scopes, resulting in states that are not clearly defined, should be avoided.  Plant states can be tracked manually or automatically, but it must be done in a way that assures that the intended state, against which the alarms will act, is always perfectly clear to the operator.








INTEGRATING ALARM SETTING MANAGEMENT WITH THE REST OF THE SYSTEM








For the upper loop in Figure 1 to be effective, it must be carefully integrated with the rest of the system.  Here are a few examples:





OPC interfaces provide a standard way to access alarm parameters in different DCSs, but the parameter names and their specific meanings are likely to be different in different types of DCSs.   The settings in the engineered alarm setting database must appropriately reflect the settings of the alarming configuration in DCS.





The alarm rationalization data (including the cause and probable necessary action) should be linked into or invokable from the standard operating displays of the DCS so that they can be used in normal operation.  Information on separate screens is usually not used by operators in critical situations. 





The various operator functions of alarm setting management, such as viewing the difference report, commanding the enforcement, and changing operational modes, should be integrated with the DCS operational displays as much as possible.  Again, such information provided on separate screens or auxiliary consoles is harder to work into the operator’s normal routine.





The change management approach, used for changes in the engineered alarm setting database, should be integrated with, or at least consistent with, the way management of change is done in the rest of the control system at that level.  Security models for operators, control engineers, operating supervisors should match those used in the rest of the functions that support the plant operating team. 





The operational modes of equipment, as well as in/out of service states may well be shared (in fact, should be shared) by other unit, area, and plant level functions, such as scheduling, optimization, and equipment health monitoring.  Additionally, the intended plant state is often driven from the upper level applications just as the actual state (i.e. the alarms themselves) is determined at the lower levels of the control system, closer to the process.  In addition, the plant state information used by alarm setting management should be stored down in the DCS, available for concomitant logic there, when necessary.








CONCLUSIONS








PC, database, and communication technologies now enable a significant portion of the alarm management problem – the management of alarm settings – to be performed outside the DCS.  Built upon known techniques for establishing a sound alarm philosophy, a rationalized data base of alarm settings can be created and maintained separately from the actual alarm settings in the DCS.  Proper management of the alarm settings preserves the engineering investment in the alarm system design, helps operators apply it appropriately, and allows the alarm settings to track the intended operational state of the plant.  





The result is that the number and frequency of alarms are reduced, and their relevance is increased.  Operators will be better able to respond quickly to abnormal situations, reducing incidents and increasing equipment availability.  In addition, properly integrated alarm setting management positions the alarm system to be a more integral player in the overall plant management system.
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